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WED pages need to be categorized
2 T rwr@-- many methods for English
CONLEN! ts.

J ,)t o o'the different nature of Persian
=language, those methods aren’t suitable
'-fﬁr Persian.

e \We are looking for a
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SAWE pages are analyzed and categorized
WIS ‘me experts in each field.

J )rr 0 org, Yahoo.com (Before 1998)
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’?:“"ﬂjll'gh degree of precision
_» Increasing number of web pages makes it
very difficult and impractical
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EXUaCLing features

3 r‘Jf‘r} eature IS a keyword or phrase
e PPE 3aring in a group of documents

' E‘e‘_f ‘document is shown using a feature

— —vector
’?’" A cIusterlng algorithm is used on the

— collection of vectors to categorize the
documents.
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EESLIUIGLUITE Off WED pages is used W|dely to
m,)rJv\, he erganization search and analysis of
JrJrerr 5ion

_ r\ erllnk shows the topical relationship between
ocuments

- - 4.-‘-._.—. -

,_: ' ﬁchor texts
Jl'he text near a link
e Keywords
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Automatic Qateg@riz_a_tw —
Persian Content =

Eve Ir plemented and tested our method on
HerJur szNews

rchitecture of this approach includes five
é modules

_:_rocessmg, Presentation, Storing,

"E‘ategorlzmg and Similar flndlng and finally
— retrieval module

® [WO main phases:

1- Feature Extraction
2- Categorizer and Similar Finder
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Web Crawler

'

Y User's Request
Similanity-finder * Page
e /' Similar Pisces of News

Inquiery

Results
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Features \-"/

News News Bank
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approach, we omit t e stop(general)

=

"« ‘r'ds don’t have independent meaning.
Jrt gy are very general and used in any sentences.

-~ Fealt ures are keywords of the news, the topics of
~ the news, and their categories and News source

and date.

--,.9 “Fherefore, those pieces of news which have
similar features are regarded as related and
similar




<fitle> = <sentence> (<dot>)

<sentence>-> <word> { <space> <word> <space>}
<word>-> <general word> |<key word>

<key word>-> <letter><letter><ketter>{<letter>}
<general word>-> <verb>| <mark> <additional word>
<additional word>-=> <two word>|<other additonal word>
<two word>-> <letter> <letter>

<other additional word >->"a.a"|" <l """ " """ "

<verb>->(<past mark>|<present mark>|<future mark>)<normal verb>
<normal verb>-><keyword>

H'IH

<past mark>->" 005" (Wog" | wmog![ " woe"|" o[ pog™)

(.50"

<present mark>-=>" _"|"

<dot=->"."
<space>->""

<letter>-> "_6.5|"|".|"L_g"

<mark>=> = "-"["7?"|"-" " "




Fnding similarity ef-neﬁ —

PRIIIENECtUNES Off Each pIECe of News are stored
Withifthernews in the news table.

PRBYAcreating inquiries which look for pieces of

N EWS SImllar to the one at hand, and performing

S em on the news table, similar pieces of hews
=" = -are gathered.

~® The inquiries are performed in order of priority
on the news table and the results are shown to
the user.
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anr ing similar plecesﬂg_’ggﬁs;g..
MENNIOHLES OF INGUIKIES TOr a plece Of nNews with
1) fezlet es mclude

SRIE nr~ s priority: inguiries with n features

SHiE Se ond priority: all inquiries with
S pErmutations of n-1 features
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= ®aiihe third priority: all inquiries with permutations
: Qf n-2 features

S—

o The n th priority: all inquiries including only one
of the keyword.
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EESIICENN tNIS System only the resemblance In
Lje Jec nd kKeywords in the news have been
USEA) the results have about 80 % of accuracy.

ST, hod of solving this problem to obtain more
= Mracy In the search results is to use semantic
— similarities to find similar pieces of news.

— 5 For this to happen, the features must be chosen
for both keywords and concepts of the news.

¢ Using of a thesaurus can improve the results.
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